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Abstract SpaceFibre is a technology specifically designed for 
use onboard spacecraft that provides point to point and 
networked interconnections at Gigabit rates with Quality of 
Service (QoS) and Fault Detection, Isolation and Recovery 
(FDIR). SpaceFibre is backwards compatible with SpaceWire, 
allowing existing SpaceWire equipment to be incorporated into a 
SpaceFibre network without modifications at packet level.

In this work we present the family of SpaceFibre IP Cores 
developed by STAR-Dundee. It is composed of three different 
IPs: the Single-Lane Interface, the Multi-Lane Interface and the 
Routing Switch. The IP Cores are fully compliant with the 
SpaceFibre standard and have been carefully implemented to
optimise their performance and minimise their footprint on 
radiation-tolerant FPGAs (e.g. RTAX, RTG4, BRAVE or Virtex-
5QV) and ASICs. They have also been validated on commercial 
FPGAs (e.g. Igloo2, Spartan, Virtex, Kintex, etc.). 

The Single-Lane Interface IP offers in a compact design (~3%        
of the RTG4/Virtex-5QV) the maximum possible line rates 
provided by embedded or external transceivers (i.e. 3.125 Gbps 
in RTG4, 4.25 Gbps in Virtex-5QV and 2.5 Gbps in RTAX using 
the TLK2711-SP transceiver). The Multi-Lane Interface IP 
allows much higher data rates and adds all the advantages of 
combining multiple lanes without multiplying the resources 
required (e.g. ~5-6% for 3 lanes in RTG4/Virtex-5QV). The 
SpaceFibre Routing Switch IP Core is a scalable, fully 
configurable non-blocking router, allowing to select the number 
of virtual channels and ports. This routing switch implements 
path and logical addressing, group adaptive routing, virtual 
networks, time distribution and message broadcast. A router of 4 
ports each with 4 virtual channels typically requires less than 
20% of an RTG4, including the SpFi interfaces.

The IP Cores presented in this article provide the building 
blocks for creating the next generation of onboard networks with 
in-built QoS and FDIR mechanisms, and are currently being 
implemented in several missions and products all over the world.
We analyse the performance and capabilities of the different IP 
Cores, and discuss the resources required depending on several 
parameters such as the number lanes, ports, virtual channels and 
virtual networks.

Index Terms SpaceFibre, Single-Lane, Multi-Lane, Routing 
Switch, IP Core, FPGA, Radiation Tolerant, RTG4, Virtex-5QV, 
Networking, Spacecraft Electronics

I. INTRODUCTION

SpaceFibre (SpFi) [1-2] is a new technology for use 
onboard spacecraft that provides point-to-point and networked 
interconnections at Gigabit rates with QoS. SpFi interoperates 
seamlessly with a SpaceWire (SpW) [3-4] network over virtual 
channels (VCs), as it uses the same packet definition. It 
provides broadcast capabilities and is able to operate over a 
copper or fibre optic communication medium. SpFi will be 
released as an ECSS standard later this year.

New generation payloads, such as SAR and multi-spectral 
imaging instruments, require the use of multiple parallel high-
speed links to fulfil the increasing bandwidth requirements. To 
accommodate these needs, SpFi supports multi-lane operation, 
thus allowing data to be sent over several individual physical 
lanes to enhance throughput and robustness. The multi-lane 
operation allows much higher data rates through lane 
aggregation, supporting any number of lanes (up to 16) and 
unidirectional operation. This effectively multiplies the 
throughput of the interface by combining several lanes into a
single link. Furthermore, when a lane fails the multi-lane 
mechanism supports hot redundancy and graceful degradation 
by automatically spreading traffic over the remaining working 
lanes. Thus multi-lane provides all the advantages of 
combining multiple lanes without multiplying the resources 
required.

The SpFi Network layer is responsible for transferring 
packets over a SpFi link or network. The information to be sent 
is packaged in the same format as SpW: <Destination 
Address> <Cargo> <End of Packet Marker>. It uses the same 
routing concepts as SpW including both path and logical 
addressing. The SpFi Network layer defines the concept of 
Virtual Network (VN). VNs are built from the interconnection 
between VCs of different ports. These VNs enable the creation
of highly flexible SpFi routing switches comprising a number 
of SpFi interfaces and a fully configurable, non-blocking, high 
performance, routing switch. This routing switch can 
theoretically support an arbitrary number of VNs, each 
effectively behaving like independent SpW networks capable 
of working at multi-Gbps rates. 

This paper describes the SpFi Single-Lane IP Core features 
and performance in section II. Section III analyses the SpFi 
Multi-Lane IP. Section IV describes the characteristics of the 



SpFi Routing Switch IP. Finally, conclusions are presented in 
section V.

II. SPACEFIBRE SINGLE-LANE INTERFACE IP CORE

The STAR-Dundee SpaceFibre Single-Lane Interface IP 
Core is compliant with the SpFi standard with the exception of 
the Multi-Lane layer, which has been added in a separate IP 
(presented in Section III). 

A. Characteristics

This IP has been designed to minimise as much as possible 
the designer effort of adding the SpFi interface into a design. It 
is provided with a protocol agnostic data interface, so that no 
prior knowledge of the SpFi standard is required. Simple data 
interfaces based on standard 32-bit input and output FIFO 
interfaces are used. Specifically, they follow the AXI4-Stream 
protocol [5], which is an industry standard commonly used. 
This AXI4-Stream interface allows using independent user-
defined read and write clocks. Inside them the clock 
synchronisation between the user local clock domains and the 
SpFi IP clock domain is done.

The IP can be configured using generics. Different 
properties can be configured:

The type of transceiver interface 
The number of VCs 
The size of the VC buffers
The type of Management interface 

There are different high-speed transceiver interface options 
that provide simple set of signals to be directly connected to 
the selected transceiver. However, for user convenience 
different wrappers are supplied for the different transceiver 
interfaces. For example, old FPGA technologies require 
external transceivers. In the IP there is a dedicated TLK2711-
SP (Wizardlink) [6] interface with all the required signals 
readily available at the top level. Regarding newer FPGA 
technologies, there is a specific interface for the RTG4 SerDes, 
with the 8B/10B encoding (20-bit interface), clock correction 
and symbol alignment done inside the IP. In this case, three 
clocks are required by the IP. If we define the lane speed as LS

then two clocks with frequencies of LS/20 and LS/40 are 
needed for transmission and general operation (e.g. 156.25 & 
78.125 MHz @ 3.125 Gbps). The slowest clock is the main 
clock of the IP and is used by most of the logic. In addition, a 
recovered clock working at LS/20 is required in reception. 

In the case of Xilinx devices (e.g. Virtex-5QV), a simpler 
interface (32+4 bits) is available that benefits from the 
additional capabilities offered by their in-built transceivers.
The 8B/10B encoding, clock correction and symbol alignment 
are done inside the Xilinx transceiver. Only a single clock is
then required by the IP, with the exception of the AXI clocks 
of the VC interfaces. This clock operates at a frequency of 
LS/40 (e.g. 78.125 MHz @ 3.125 Gbps).

The QoS is independently and dynamically configurable for 
each VC. Three different mechanisms can be configured and 
combined: scheduling, priority and bandwidth reservation. The
FDIR mechanisms automatically recover from transient and 
persistent errors on the SpFi link. A transient error takes less 

thanks to the embedded buffering inside the IP. Other 
protections against errors include data and broadcast babbling 
idiot protection. Tests have been done to validate that data 
integrity is maintained for Bit Error Rates (BER) better than 
10-5. The lane is automatically disconnected when the BER is 
worse than 10-5 to prevent a potential protocol breakdown.

The IP has been optimised for low latency operation. 
Moreover, it offers an 80-bit interface that makes use of the 
broadcast message mechanism in SpFi to deliver ultra-low 
latency short messages. These messages present less than 
400 ns of guaranteed latency for a few meters of cable.

A simple management interface allows real time 
configuration of the control parameters and access to the IP 
status. Furthermore, this interface also includes optional 
statistics and debug signals. Two different types of 
management interfaces can be selected: APB bus or signal bus.
Having independent signals for each status and configuration
field is useful when implementing the IP in an FPGA design 
that needs direct access to the IP. The alternative is to access to 
all these fields over an APB bus. This greatly simplifies the
interface for designs that use a CPU or want a centralised
access point to several interfaces, for example. The APB bus 
also comes with an independent clock for convenience, and 
manages internally the clock synchronisation with the clocks of 
the SpFi IP.

Finally, power management options have been considered. 
For example, there is the possibility of start one end of the link 
in a low-power mode waiting for the other end to become 
active. A block diagram of the interconnection of the IP Core is 
shown in Fig. 1.
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Fig. 1. SpaceFibre Single-Lane interconnection block diagram

B. Performance

The SpFi Single-Lane IP design has been validated in the 
main FPGA families relevant to space, such as Microsemi 
RTG4 [7], and Xilinx Virtex-5QV [8] and RTAX. It offers in a 
compact design the maximum possible line rates in radiation-
tolerant FPGAs provided by embedded or external transceivers 
(i.e. 3.125 Gbps in RTG4, 4.25 Gbps in Virtex-5QV and 2.5 



Gbps in RTAX using the TLK2711-SP device). The IP will 
also be compatible with the NanoXplore BRAVE Large FPGA 
[9], and can be implemented in commercial FPGA families 
such as SmartFusion, Spartan, Kintex, Zynq, etc.

The IP has been extensively tested in the RTG4 and Virtex-
5QV to guarantee timing closure for the whole temperature and 
voltage range (i.e. fast & slow corners) required by the space 
devices, including the EDAC in the memories and the Single 
Event Transient (SET) filtering enabled. These radiation 
mitigation techniques reduce the maximum speed of the 
designs and can sometimes give problems to meet the targeted 
speeds. Additionally, the IP has been tested under radiation in 
an RTG4. The information gathered during the test campaign 
has allowed for further refining the operation under radiation of 
the IP and the associated reference design in the RTG4. This IP 
Core is also ready for ASIC implementation. It has been used 
in the new RC64 many-core DSP ASIC developed by Ramon 
Chips. This processor features 12 SpFi ports with line rates of 
up to 6.25 Gbps [10].

The RTG4/Virtex-5QV resources required by the SpFi
interface including transmit and receive FIFOs are detailed in 
Table I for different numbers of VCs. Note than adding a VC 
to the design has a small impact in the overall resource usage.

TABLE I. SPFI SINGLE-LANE RESOURCE USAGE

RTG4 Virtex-5QV

LUT DFF
LSRAM
Block

LUT DFF
RAM
Block

1 VC 3944
2.6%

2818
1.9%

4
1.9%

2750
3.4%

2365
2.9%

4
1.3%

2 VCs 4454
2.9%

3197
2.1%

6
2.9%

3138
3.8%

2596
3.2%

6
2.0%

III. SPACEFIBRE MULTI-LANE INTERFACE IP CORE

Multi-lane is an optional capability of a SpFi link defined 
in the Multi-Lane layer of the SpFi protocol stack. As shown in 
Fig. 2, the Multi-Lane layer is defined between the Data Link 
layer and the Lane layer implemented for each available lane. 

The Data Link layer provides QoS and flow control for a 
SpFi link. It frames the information to be sent over the link and
also provides error recovery capabilities, detecting any frames 
or control words that go missing or arrive containing errors and 
resending them. On the other hand, the Lane Layer establishes 
a connection across a SpFi lane and ensures that bit, symbol 
and word synchronizations are achieved and that the two ends 
of the lane are both ready to send and receive data. The Lane 
Layer also encodes data and control words into 8B/10B 
symbols, sends and receives symbols over the lane and decodes 
the received symbols into data and control words. The Multi-
lane layer coordinates the operation of multiple lanes as a 
single SpFi link, providing higher data throughput and 
redundancy. Because the logic that initializes a lane and 
monitors its status is located below the multilane layer, each 
lane can be initialized and operated independently of each 
other. 

SERDES 1SERDES 0 SERDES 2

Lane 0 Lane 1 Lane 2

Multi-Lane Layer

Data Link Layer

Fig. 2. Multi-Lane layer in the SpaceFibre layer stack

This architecture also supports the implementation of 
graceful degradation, which means that in the event of one or 
more lanes failing, traffic is spread over the remaining working 
lanes automatically. When combined with the Data Link layer 
QoS, the bandwidth allocated to lower priority VCs is reduced 
when required to ensure that most important information gets 
through and deterministic traffic is maintained. 

A. Characteristics

The SpFi Multi-Lane IP core has been designed to be easy 
to use, with minimum configuration signals. On top of the 
features of the Single-Lane IP Core already mentioned in 
Section II, the Multi-Lane IP also features the additional 
capabilities specifically related to the Multi-Lane layer. 

The number of lanes is fully configurable, with any number 
of lanes supported (up to 16). Each lane can independently be 
selected as uni/bidirectional and hot/cold redundant. Single-
Lane SpFi implementations must be bidirectional even if the 
end-user data flow is unidirectional, because of the feedback 
required by the protocol. However, in a Multi-Lane 
implementation only one bidirectional lane is enough for 
protocol related information. Therefore, other lanes can be 
unidirectional to save power and mass in asymmetric data 
flows.

In the 4-lane configuration example of Fig. 3, bidirectional 
lane 2 can be set to a unidirectional lane for power saving 
reasons. Unidirectional Lane 4 can be enabled when one lane 
fails or a higher data rate is required. It is also possible to send 
data using all four lanes and add an additional one configured 
as a hot redundant lane, which only sends data when another 
lane fails.

Fig. 3. Unidirectional and bidirectional lanes interconnection example

The IP Core has been designed to fully support the 
redundancy capabilities offered by the Multi-Lane. Hot 
redundant lanes recover not only from transient errors like in 
the Single-Lane case, but also from lane failures in less than 



2 and without any data loss. This 
time is close to the round trip delay of the lane, so short than
the data flow of the user is not affected when a lane fails, as the 
data is internally buffered during the time it takes to resume 
sending data. In case of lane failure when not using a hot 
redundant lane, there is an automatic graceful degradation of 
the link bandwidth, with higher priority VCs being less 
affected. The QoS mechanism ensures that the most important 
data is sent first. If a cold redundant lane is available it will be 
activated in less than 20

Bandwidth overprovision and dynamic power management 
are also possible. These capabilities are very useful for space 
applications where strict power constrains and a high level of 
reliability is required on the harsh space environment.

The width of the AXI4-Stream interface for the VCs is 
configurable in multiples of the SpFi word size (32-bits). This 
allows supporting slower user clocks and still being able to 
send or receive data at the maximum speed over a single VC.
For example, a 64-bit width can be used to operate a link with 
2 lanes at the same clock speed of a single-lane link.

Fig. 4. SpFi Multi-Lane IP interconnection test between RTG4 and Spartan 
FPGAs

B. Performance

Table II provides the resource usage for two radiation hardened 
FPGAs, Microsemi RTG4 and Xilinx Virtex-5QV for different 
number of lanes and VCs. Individual lanes can operate up to 

3.125 Gbps, with aggregate rates of up to 6.25 Gbit/s using 2 
lanes or up to 12.5 Gbit/s using 4 lanes, for example. This 
Multi-Lane IP has been tested in the RTG4 and Virtex-5QV to 
guarantee timing closure with memories using EDAC and the 
Single Event Transient (SET) filtering enabled in worst case 
(slowest) scenario. It has also been tested under radiation 
running in an RTG4, just like has been done with the Single-
Lane. Fig. 4 shows the Multi-Lane IP integrated in an RTG4 
transferring data to a PXI board with a Xilinx commercial 
device.

TABLE II. SPFI MULTI-LANE RESOURCE USAGE

RTG4 Virtex-5QV

LUT DFF
LSRAM
Block Block

LUT DFF
RAM
Block

2 Lanes
1 VC

6794
4.5%

4534
3.0%

8
3.8%

3
1.4%

3858
4.7%

3938
4.8%

8
2.7%

2 Lanes
2 VCs

7736
5.1%

5285
3.5%

12
5.7%

3
1.4%

4503
5.5%

4382
5.3%

12
4.0%

3 Lanes
1 VC

8771
5.8%

5593
3.7%

8
3.8%

4
1.9%

4770
5.8%

4849
5.9%

8
2.7%

3 Lanes
2 VCs

9691
6.4%

6346
4.2%

12
5.7%

4
1.9%

5416
6.6%

5226
6.4%

12
4.0%

IV. SPACEFIBRE ROUTING SWITCH IP CORE

The router architecture is built around a non-blocking 
routing switch matrix with a configurable number of ports. 
Each port implements a number of VCs. Each VC has an 
associated VN number. The switch matrix interconnects one or 
more VCs with the same VN number, but each of these VCs 
must be located in a different port.

Packets belonging to different VNs never interfere with one 
another and do not impact the throughput and latency within 
the routing switch matrix. On the other hand, when multiple 
packets in the same VN need to be transferred to the same 
output port, packet-by-packet, round-robin arbitration is 
performed, similarly to a SpW router.

A. Characteristics

The STAR-Dundee SpaceFibre Routing Switch Core (SpFi 
Router for short) IP is a scalable, fully configurable non-
blocking router. The IP is very flexible, allowing to select the 
number of VCs and ports, among other options, using generics.
This router implements path and logical addressing, group 
adaptive routing, VNs, time distribution and message 
broadcast. In addition, it also fully supports the QoS and FDIR 
capabilities native to SpFi.

The IP Core has been optimised to work with the existing 
high-performance radiation-tolerant FPGAs using an arbitrary 
number of SpFi and internal ports. Each port supports up to 
eight VCs, each with its own QoS parameters. Furthermore, the 
Router includes an optional configuration port with RMAP 
protocol. The maximum number of VNs currently supported is 
64, but each of these VNs is completely flexible: any VC of 
any port can be configured to any VN. The IP Core can also be 
implemented in ASIC technologies. The high flexibility of the 
SpFi Router IP Core ensures different user needs can be 
accommodated with ease.



The Router IP presents a deterministic low latency 
switching. Round-robin packet arbitration can only occur 
within each VN. When arbitration is required, it only takes 
place when two or more VCs request to access to the same 
output port within the same VN. The Router offers two 
configurable time-outs. These two timers are required to 
prevent the blockage of a VN in cases when the source or the 
sink stall in the middle of a packet, or when there is a babbling 
node. When timing out the router performs automatic packet 
spilling of the packet causing the blockage.

The VNs can be configured statically during FPGA 
programming using VHDL constants, or they can be 
dynamically modified by the user using logic connected to the 
configuration port or the RMAP protocol, which can be 
accessed over one of the ports of the Router.

B. Performance

The Router IP has been validated in commercial FPGAs, 
e.g. Xilinx Spartan (Fig. 4) or Kintex families, and in space-
grade FPGAs such as the RTG4 (Fig. 5). It supports lane rates 
up to 3.125 Gbit/s in RTG4 or Virtex-5QV, with guaranteed 
timing closure in RTG4 or Virtex-5QV with EDAC and SET 
filter enabled and worst-case conditions.

Fig. 4. 9-port SpFi Routers mounted in a cPCI rack forming a SpFi network

Fig. 5. RTG4 PXIe board used to validate the SpFi Router

The actual resources used by the complete SpFi Router 
design depend on the FPGA and the specific user 
configuration. In the case of the RTG4, Table III presents the 
resource usage for two different Router sizes, and for two 
different types of VN configuration. The values reported 
already include the SpFi Single-Lane IP Cores used by each of 
the ports and an additional RMAP configuration port. The 
Static VNs indicated in the table consists of a version in which 
the VNs are pre-defined during the design phase and hardcoded 
into the Router design. This can be enough for certain use-
cases in which the VNs are not going to change. Note that the
values for the Static VNs column have been obtained for the 
most demanding VN configuration. Therefore, the numbers can
be further reduced if simpler or fewer VNs are required. On the 
other hand, if a fully-configurable set of VNs is required, then 
the values of the Dynamic VNs column applies. In this case the 
VNs can be dynamically modified over RMAP through the 
configuration port.

TABLE III. SPFI ROUTER RESOURCE USAGE IN THE RTG4 FPGA

Static Virtual Networks Dynamic Virtual Networks

LUT DFF
LSRAM
Block

LUT DFF
RAM
Block

4 Ports
4 VCs

30990
20.4%

17735
11.7%

30
14.4%

58226
38.4%

34371
22.6%

46
22.0%

9 Ports
4 VCs

64085
42.2%

35384
23.3%

80
38.3%

98339
64.8%

57099
37.6%

116
55.5%

V. CONCLUSIONS

The STAR-Dundee SpaceFibre Single-Lane, Multi-Lane 
and Routing Switch IP Cores have been designed to be easy to 
implement in radiation-hardened FPGAs. In this article we
have detailed the performance and capabilities of the different 
IP Cores, and discussed the resources required depending on 
several parameters such as the number lanes, ports, VCs and 
VNs.

It is possible to integrate a SpFi Single-Lane interface 
inside currently available radiation-hardened FPGAs by using 
only a few percentage (~3%) of the device resources while
getting the maximum available speed out of their integrated 
transceivers. The multi-lane capability dramatically increases 
the data throughput of SpFi and the addition of multiple lanes 
provide hot and warm redundancy, or graceful degradation of 
the link bandwidth when no redundant lanes are available. The 
SpFi Multi-Lane IP Core provides all these new multi-lane 
capabilities to RTG4 and Virtex-5QV FPGAs with low 
resource usage and high performance. Therefore, if more 
bandwidth or additional robustness is required out of a SpFi
link, the Multi-Lane IP is available at the cost of a small 
increase in the resource usage (e.g. 5-6% for three lanes). 
Finally, the SpFi Routing Switch can also be integrated in 
space-grade FPGAs with a size greatly varying depending on 
the number of VCs and ports, and whether Static or Dynamic 
VNs configuration is requested.

All the IP Cores have been verified in simulation and 
subsequently validated in hardware prototypes. Both 
commercial and the main radiation-hardened FPGAs have been 



used for these validation activities, ensuring full compatibility 
and defining an easy adoption path for this technology. 

All the STAR-Dundee family of SpFi IP Cores come with a 
reference design for RTG4 (Libero), Virtex-5QV (ISE) and 
Kintex-7 (Vivado) that can directly be implemented in the 
FPGA to assist the end-user and allow an easy adoption. A 
comprehensive end-user test bench for ModelSim/Questa 
simulators is also provided, which can be used as a reference 
for test integration. Finally, a Bus Functional Model (BFM) is 
included to assist in system-level design validation activities.

Together, these IPs provide the building blocks for creating 
the next generation of onboard networks, and are currently 
being implemented in FPGA and ASIC designs by different 
missions and products all over the world.
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